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Twenty-five years ago, around the end of the 1980s, focusing on distributed systems as a researcher or practitioner meant you were part of a relatively small community of specialists. By then, computers and computing networks had evolved significantly; corporate LANs were becoming more common, Ethernet and TCP/IP were already advancing toward ubiquity, the Internet was growing rapidly, and the World Wide Web was just being invented. But distributed systems software was still finding its way, with the relatively few industrial and research teams involved each writing their own proprietary distributed software stacks, including, in many cases, entire distributed operating systems.

Shortly thereafter, the 1990s saw upheaval in the distributed systems arena. The distributed systems silos of the 1980s gave way to industry standards built, for better or worse, on distributed object architectures. At the same time, the popularity of message queuing systems grew as enterprises deployed more systems and applications requiring integration. The foremost force in this upheaval, though, was the rapid growth of the Web, which quickly reached levels of scale the distributed systems community had previously only dreamed about.

While the Web drove the deployment of larger and more numerous distributed systems toward the end of the ’90s and into the new millennium, it was uncertain how much influence the previous decades of work were having on those systems’ designs. It’s certain that developers not involved in the distributed systems community helped design and build some of the first larger websites, and it’s unclear how well versed they were in important distributed systems topics such as consensus, fault tolerance, concurrency, and availability.

But that uncertainty didn’t last long. Distributed systems have continued to grow in scale and scope since then, and today such systems no longer occupy a niche but instead impact a large segment of developers and researchers. Distributed systems provide the underpinnings for applications in various domains — such as social, financial, mobile, educational, and entertainment — so it isn’t unreasonable to say that most researchers and developers are now, to some degree, involved in distributed systems. For example, applications involving a Web browser talking to a website or a cache operating in front of a server or database are common, and both are distributed systems.

Thankfully, today’s newcomers to distributed systems programming are showing an interest in rediscovering the knowledge, wisdom, and lessons of past research and development. For a variety of reasons, including partial failure, latency, and concurrency, distributed systems can be incredibly difficult to reason about, implement, and debug. When faced with these and other hard problems — together with ever-increasing system scale and performance requirements — many developers eventually realize that it’s a losing proposition to try to reinvent the distributed systems wheel on their own.

What if you’re new to the field, or generally need to strengthen your distributed systems knowledge? The body of work produced over decades of research and development is incredibly rich, so it can be daunting to figure out what parts are still important, what parts are interesting but just historical footnotes, and what parts you can simply ignore. What follows is a brief list of publications and resources that, in my opinion, are useful to distributed systems newcomers and veterans alike.

Causality

When a system receives a message and acts on it, the system state is affected. A particular sequence
of messages or events might move the system from state S1 to state S2, whereas the same messages or events but in a different order might instead move the system to a completely different state S3. If a system is replicated for purposes of fault tolerance or availability, different replicas seeing different event ordering could well result in inconsistency across the distributed system. Many publications over the years have addressed the problem of ordering events across distributed systems, and the most cited of these is likely Leslie Lamport’s “Time, Clocks, and the Ordering of Events in a Distributed System,” published in 1978.1 It explains event ordering in terms of causality as well as the proper handling of logical clocks and physical clocks across a computing cluster to address both partial ordering and total ordering of events. In 1988, Colin Fidge2 developed vector clocks, which improve on Lamport’s ordering approach through enhanced causality tracking but at the cost of maintaining more information about event participants and their logical clocks. (Friedemann Mattern independently discovered vector clocks around the same time as Fidge, but I find Fidge’s paper easier to read.) Nuno Preguiça and colleagues created dotted version vectors in 2010,3 which further improve on earlier causality tracking techniques in several ways, such as by having the ability to capture causality more completely, and also by bounding the amount of information required to the order of degree of replication rather than the number of participants.

Consensus
If some of their parts are faulty or even intentionally malicious, distributed systems can still be reliable if they use fault-tolerant consensus protocols to reach agreement among majorities of their processes. Such protocols, though, are notoriously difficult to design and implement correctly. Consequently, numerous papers, articles, and books, written by some of the brightest minds in the distributed systems community, are devoted to trying to solve the consensus problem. Lamport has also been quite influential in this area, as with his Byzantine Generals paper from 1982,4 which showed how systems can achieve consensus even in the presence of malicious processes. Around the same time, Michael Fischer, Nancy Lynch, and Michael Paterson published their famous “FLP Impossibility” paper,5 which proved that an asynchronous system can’t achieve consensus in bounded time in the presence of just a single faulty process. (As Nancy Lynch later explained in a talk she gave in 1989, such proofs are important for knowing “when you should stop trying to devise or improve an algorithm.”6)

Around 1990, Lamport submitted a paper documenting Paxos, which today is arguably the most well-known consensus protocol, but reviewers panned his paper because of its unusual metaphorical style. Regardless, Paxos flourished — for example, in 1996, Butler Lampson published a paper about using Paxos to build highly available systems7 — and so Lampord’s paper was finally published in 1998.8 Since then, hundreds of papers about consensus in general and Paxos in particular have appeared, in part because Paxos has a reputation for being very difficult to both understand and implement, despite Lamport’s attempt to rectify the situation in his 2001 paper, “Paxos Made Simple.”9 In 2013, Diego Ongaro and John Ousterhout published a paper about a consensus protocol called Raft, which they claim “is easier for students to learn than Paxos.”10 Just the prospect of a consensus protocol easier than Paxos led quite a few developers to publish open source implementations of Raft in a variety of programming languages in 2013. Around the same time Paxos was initially developed, Barbara Liskov and Brian Oki devised Viewstamped Replication,11 similar to Paxos but with an explicit replication aspect. Its focus on high availability and not just consistency makes it a compelling consideration for today’s systems. My colleague Justin Sheehy, CTO of Basho Technologies, feels that if Viewstamped Replication were more widely known, there might be less need for simpler Paxos alternatives such as Raft. You can find more details about it on its project website (www.pmg.csail.mit.edu/vr/).

Availability
Toward the end of the ’90s, as websites and content-delivery networks were honing the practice of scaling horizontally across numerous commodity servers instead of scaling vertically by replacing machines with more powerful ones, Eric Brewer realized there was a fundamental tradeoff at play in such systems. He explained this tradeoff — which would come to be known as the CAP Theorem — in his keynote at the 2000 ACM Symposium on Principles of Distributed Computing.12 His insight was that in a distributed system, where machine and network failures are a matter of course and so must be accommodated, achieving both full consistency and complete availability is impossible. Around the same time, Brewer and coauthor Armando Fox used the notions of “harvest” and “yield” to clearly explain the tradeoffs of the CAP Theorem for practical applications.13 The CAP Theorem, formally proven in 2002, has since spawned numerous articles, papers, and blog posts, many of them seeming to misunderstand the theorem, and a few even erroneously claiming to have “beaten the CAP Theorem.” In a follow-up paper in 2012, Brewer took a look back at CAP and how it applies to today’s systems, and cleared up some of the confusion surrounding it.14
Unfortunately, what I’ve listed here barely scratches the surface; there are far more categories and publications I could include given more publication space. For more information, please see the following resources:

- Two of my Basho Technologies colleagues maintain online distributed systems lists: Chris Meiklejohn maintains a reading list (http://bit.ly/196FF3R), and John Daily keeps a list of distributed systems reading lists and resources (https://gist.github.com/macintux/6227368).

- Michael Bernstein gave a wonderful talk at the RICON West conference in October 2013 entitled “Rediscovering Distributed Systems” in which he explored distributed systems issues and some seminal papers that address them. Both his presentation slides and the video of his talk are available online (http://bit.ly/1JjdhF3).

- At the GOTO Berlin conference in October 2013, I gave a talk entitled “Rediscovering Distributed Systems” that covered several important distributed systems papers from the 1960s to the present. My presentation slides, which contain seven slides of references, are available online (http://bit.ly/1az5Knc).

I recommend not only reading and studying the papers mentioned here and in these resources, but also following the references each paper cites and exploring those as well. Doing so will help you develop a deeper understanding of distributed systems and why they continue to present some of the most difficult problems and challenges the field of computing has to offer.
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